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Urban traffic sensing has been investigated extensively by different real-time sensing approaches due to im-

portant applications such as navigation and emergency services. Basically, the existing traffic sensing ap-

proaches can be classified into two categories by sensing natures, i.e., explicit and implicit sensing. In this

article, we design a measurement framework called EXIMIUS for a large-scale data-driven study to inves-

tigate the strengths and weaknesses of two sensing approaches by using two particular systems for traffic

sensing as concrete examples. In our investigation, we utilize TB-level data from two systems: (i) GPS data

from five thousand vehicles, (ii) signaling data from three million cellphone users, from the Chinese city

Hefei. Our study adopts a widely used concept called crowdedness level to rigorously explore the impacts of

contexts on traffic conditions including population density, region functions, road categories, rush hours, hol-

idays, weather, and so on, based on various context data. We quantify the strengths and weaknesses of these

two sensing approaches in different scenarios and then we explore the possibility of unifying two sensing

approaches for better performance by using a truth discovery-based data fusion scheme. Our results pro-

vide a few valuable insights for urban sensing based on explicit and implicit data from transportation and

telecommunication domains.
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1 INTRODUCTION

The road crowdedness level (CL), as a simplified indicator of traffic speed on road segments,
has very important applications in urban areas, e.g., real-time routing [7, 15] and emergency re-
sponse [20]. In particular, Google Maps [17] and Gaode Maps [16] (i.e., a major online map service
provider in China) use different colors to imply different CLs on maps, which reflect a travel time
delay considering roads speed limits and provide hints for choosing alternative routes to save
time. Compared to speed, CL with a low granularity enables a simplified calculation, estimation,
and prediction for traffic conditions with a higher sensing and computational efficiency [28, 56].

Due to its importance, CL, or traffic condition in general, has been studied extensively by dif-
ferent sensing systems and their data. For example, vehicular systems and their GPS data [1, 49],
loop sensors and their log data [52], cellular networks and their signaling data [10, 23, 32, 54], and
even building sensing systems and their occupancy data [55]. In short, the existing CL sensing ap-
proaches can be classified into Explicit Sensing and Implicit Sensing based on their sensing natures.
The explicit sensing systems provide direct CL measurements with high accuracy, e.g., vehicular
systems and their GPS data as well as loop sensors and their log data. In contrast, implicit sensing
systems have indirect CL measurements with low accuracy, e.g., (i) cellular networks and their
signaling data, with which CLs are estimated based on changes of cellphone users’ attached cell
towers along with the associated time interval [23]; (ii) sensing systems for buildings and their
occupancy data, with which CLs are inferred based on the learned correlation between building
occupancy level and traffic conditions on nearby roads [55].

Even with the above state-of-the-art sensing approaches, real-time urban-scale CL is still chal-
lenging to model because of the spatiotemporal coverage and accuracy of sensing systems. For the
explicit sensing, its advantage is the accurate measurement, but its spatiotemporal coverage is low
due to low penetration rates [38, 40–42]. Moreover, its deployment cost is high due to dedicated
purposes [12, 18, 50]. Based on our research results in the Chinese city Hefei, we find that a six-
thousand-vehicle network can only cover 28% of the road segments in this city with a one-hour
time interval. In contrast, for implicit sensing [10, 22, 23], its advantage is high spatiotemporal
coverage due to its high penetration rates [51], but its CL measurement accuracy is low because of
indirect measurements [13]. For example, based on our results, we find that the data from cellular
networks can only provide 61% accuracy on predicting travel time, since their CL modeling is based
on tower-level locations. Besides, implicit sensing usually makes use of existing datasets, which
are dedicated to other purposes [8, 30]. To date, it is still unclear which sensing approaches and
their data are better for urban-scale CL modeling under what contexts [35]. For a specific region,
explicit sensing with a lower spatiotemporal coverage can provide a higher sensing accuracy but
may cover the partial area during the limited time; while implicit sensing with higher spatiotem-
poral coverage may cover all the areas and time with a lower sensing accuracy. Considering this,
sensing results can be accurate due to the contribution of accurate explicit sensing, also with high
coverage given the contribution from the implicit sensing. Specifically, in our work, the vehicular
sensing working as explicit sensing can provide accurate traffic sensing using the GPS data from
vehicles, but only partial road networks are covered by the vehicular networks. The cellular sens-
ing functions as the implicit sensing via the interaction log data from the cellular networks and
associated users. It provides higher spatiotemporal coverage, since the cellular networks function
in a broad area for almost all the time. Despite the lower traffic sensing accuracy, implicit sensing
still provides information in areas that are not covered by explicit sensing. Thus, traffic sensing
can be more accurate and with higher coverage via the combination of both sensing sources. Given
numerous sensing approaches for CL sensing or traffic modeling in general, in this article, instead
of providing another single source based sensing approach, we are interested in the evaluation of
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which kinds of sensing systems are better in what scenarios, and how can we utilize their indi-
vidual strengths to collectively address their individual weaknesses. By leveraging both sensing
sources, we can expect a result with higher coverage and accuracy.

To achieve this goal, we design a measurement framework called EXIMIUS (meaning excellent
in Latin) to validate EXplicit and IMplicit solutIons for Urban Sensing. In EXIMIUS, we utilize
CL as a concrete metric to quantify the advantages and disadvantages of both explicit and implicit
sensing. Different from the existing work focusing on either explicit or implicit sensing, EXIMIUS
features a comparative study and explores (i) in which contexts (including spatiotemporal and
contextual factors) one approach is better than the other, and (ii) how we can combine the strengths
of these two approaches to overcome their individual weaknesses. In particular, the contributions
of this article are as follows.

• To our knowledge, we conduct the first quantitative investigation on traffic conditions (quan-
tified by CL) sensing approaches from explicit and implicit perspectives by utilizing two
large-scale real-world infrastructures to address the tradeoffs of two approaches consider-
ing different sensing features. Our study is mainly based on real-world data from more than
five thousand vehicles (GPS data), three million cellphones (signaling data), and seven mil-
lion residents (census data). Such large-scale infrastructures and data enable us to perform
a detailed comparative study on explicit and implicit traffic sensing.
• We design a context-aware measurement framework called EXIMIUS based on GPS data

from a vehicular system as an example of explicit CL sensing, and signaling data from a
cellular network as an example of implicit CL sensing. With these data, we provide some
in-depth analytic results about their spatiotemporal coverage and sensing accuracy. We fur-
ther compare the pros and cons of two state-of-the-art models based on the data in various
settings to evaluate the impacts of population density, region functions, road types, and the
rush hours on the performance of these two CL sensing methods.
• We implement EXIMIUS with one month of 893-GB vehicular GPS data and cellular signal-

ing data from Chinese city Hefei, along with context data including population data and
road network data. To validate the coverage and accuracy of two kinds of data and their
resultant models, we utilize navigation data from one of the largest navigation and map ser-
vice providers in China as the ground truth for evaluation. To our knowledge, this is the first
time that such detailed datasets are utilized to implement an urban traffic sensing project.
• Our measurement results reveal the impacts of various contextual information on CL sens-

ing, providing insights on the tradeoffs between spatiotemporal coverage and sensing accu-
racy for real-world traffic sensing. Based on our results, we provide a detailed discussion of
insights for explicit and implicit urban sensing and important lessons learned. Besides, we
discuss the generalizability of EXIMIUS by explaining its ability to function in other cities
and to include more data sources, such as bicycles, buses, call detail records (CDR), and
so on.
• Based on characteristics of explicit and implicit sensing, we provide a solution to improve

spatiotemporal coverage and accuracy of traffic sensing by integrating these two kinds of
sensing methods based on a truth discovery scheme. Specifically, we formalize the data fu-
sion problem into a constrained optimization problem and solve it by an iterative optimizing
fashion.

The rest of the article is organized as follows. Section 2 describes explicit and implicit sensing
systems and their associated data. Section 3 introduces two state-of-the-art models for explicit
and implicit sensing and proposes a data fusion solution. Section 4 shows our detailed evaluation
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Fig. 1. Voronoi partition. Fig. 2. Roads and cell towers. Fig. 3. Population distribution.

results from the individual sensing system and the performance of the data fusion scheme, under
different contexts. Section 5 discusses the insights and lessons learned from our comparative anal-
yses. Section 6 provides related work in terms of urban traffic sensing, followed by conclusion in
Section 7.

2 EXIMIUS: SENSING SYSTEMS AND DATA

To compare implicit and explicit sensing approaches in a fair way, our measurement study focuses
on one Chinese city Hefei, i.e., the capital city of Anhui Provence with a total area of 4,372 m2 and
more than seven million population. The two sensing systems we study in EXIMIUS represent
two major urban sensing infrastructures from the telecommunication domain [22, 24, 37] and the
transportation domain [25, 29, 33, 47, 58]. In Section 2.1 and 2.2, we present these two sensing
systems and their sensing data. In Section 2.3, we introduce two contextual data sources and an-
alyze their impacts on CL sensing results. In Section 2.4, we describe how to quantify CLs under
different spatiotemporal partitions.

2.1 Cellular System for Implicit Sensing

Based on our collaboration, we have access to offline log data from one of the three major cellular
operators in China. This cellular operator has deployed 23,704 cell towers in Hefei and provides
services for 3.37 million users with 20 GB signaling records generated per day.

System Granularity: Based on all cell towers’ locations, we implement a Voronoi partition [2] of
Hefei as in Figure 1. We find that this cellular network leads to a very detailed partition even on
the cell tower level. The distribution of cell region sizes is given in Figure 4. We can see that about
85% of cell regions have a size smaller than 1 km2 and 5% of regions in the downtown area have a
size smaller than 0.01 km2, making them fine-grained enough for crowdedness level sensing.

Data Format: Signaling data are generated under several protocols, covering events including
cell tower attaching, detaching, and cellular data usage, and so on [23]. The detailed format of the
signaling record is shown as follows.

• Timestamp: Time when the record was generated at a sub-second level.
• Tower ID: A unique identification of the cell tower from which the record was generated.
• User ID: A unique encrypted identification of the cellphone user associated with this record.
• Web Type: The type of connection the user has established, e.g., 2G, 3G, 4G, or LTE.
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Fig. 4. Cell size distribution. Fig. 5. Record # distribution.

Fig. 6. Record type distribution. Fig. 7. Updating distribution.

• Service Type: Seven service types in total, including Patch_Switch, CSFB (Circuit Switched
FallBack), TAU (Tracking Area Update), LTE_ATTACH, LTE_DETACH, LTE_PAGING, Ser-
vice_Req (e.g., 2G, 3G, 4G, LTE).

Spatial and Temporal Coverage: Having the data, we first perform a detailed analysis of signal-
ing data to validate their spatial and temporal coverage for CL modeling.

As shown in Figure 5, we find that 40% of users have more than 10 signaling records per day,
providing a large amount of data for urban sensing considering the large number of subscribed
cellular users. For all the data generated, we find that more than 50% of signaling data are generated
for Service Requests, e.g., phone call, short message service, and Web services, as shown in Figure 6,
and a large number of them are for web services, e.g., social network apps, which require frequent
data accessing. To further evaluate the data generating frequency, Figure 7 shows the CDF of
updating intervals, i.e., the time interval between two consecutive signaling records of one user. We
find that 80% of the records have an updating interval shorter than 80 s and the average updating
interval is 70.26 s, which indicates a large number of records can be used for CL modeling.

In addition to the temporal aspect, we also analyze the spatial aspect of cellular network data for
CL modeling on road segments. Based on location data of towers and roads, we visualize all 23,704
towers in Hefei and Hefei road networks in Figure 2 to qualitatively show the spatial road network
coverage of cell towers. Each dot represents one cell tower: A yellow (brighter) dot indicates a
higher amount of signaling data records generated in that tower and a red (darker) dot indicates
a tower with a lower amount of records. We find that all major road segments’ cell towers have a
large number of data records, making the CL modeling easier. We also find that the cell towers are
distributed densely in the downtown area and sparsely in the suburban and rural areas. There are
48.3% of road segments and 67.9% of towers covering the downtown area (around 6% of the Hefei
city area). Besides, we find that almost all downtown road segments are associated with at least
one tower, providing convenience for CL inference.
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Fig. 8. Spatiotemporal coverage of two sensing systems.

To quantitatively investigate the spatial and temporal coverage of the cellular network and com-
pare it with the vehicular network at the same level, we partition the city into five thousand grids
and a day into 288 5-minute slots to analyze the spatiotemporal coverage of two datasets. Figures 8
shows the spatial and temporal coverage rates of the central downtown area, on the grid region
level, of 288 5-minute slots upon a day. For the spatial coverage, the x-axis shows the different
time of day and the y-axis represents the percentage of regions covered by the related sensing
data. For the temporal coverage, the x-axis represents the ID number of the grids, and the y-axis
shows the percentage of 5-minute slots of 288 slots covered by the sensing data. We can see that
(i) the spatial coverage of implicit signaling data is generally higher than explicit GPS data during
the different time of day, since there are many more cell towers (23,704) and users (three million) in
the city than vehicles (4,908) in our datasets. (ii) The spatial coverage of the signaling data is stable
during the different time of day, since the region is considered covered once there is cell tower(s)
deployed and signaling data are generated, and the region is not covered if there is no cell tower.
Besides, the signaling data are generated even when users do not interact with their cellphones,
that is the reason why spatial coverage is still high during late night. (iii) For the temporal cover-
age, we observe that a proportion of the regions are with 0 coverage, it is because there is no cell
tower deployed given our fine-grained grid partition. The detailed spatiotemporal coverage makes
real-time CL sensing based on the cellular network more complete than the vehicular network.

2.2 Vehicular System for Explicit Sensing

Based on our collaboration with an insurance company, we have access to a vehicular network
in Hefei with 2,887 private vehicles and 2,021 commercial vehicles, which are used to implement
an explicit sensing approach for CL modeling. Due to the operating natures of these two kinds of
vehicles, we study them separately as follows.

Data Format: With a GPS-level spatial granularity, both private and commercial vehicles are using
on-board devices to generate data with the following format.

• Timestamp: Time when the record was generated at a level of seconds.
• Vehicle ID: A unique identification of a vehicle, from which the record was generated.
• GPS Location: A set of GPS coordinates indicate the location where the record was generated.
• Speed: A number from 0 to 200 (km/h) indicating the speed of the vehicle when the record

was generated.

On average, all private and commercial vehicles upload 1.5 million and 500 thousand records to
a central server per day with cellular connection based on their uploading frequency. In Figures 9
and 10, we find that 90% of the private vehicles upload fewer than 1,000 records per day, whereas
80% of the commercial vehicles upload fewer than 300 records per day.
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Fig. 9. PV uploading records. Fig. 10. CV uploading records.

Fig. 11. CDF of vehicular updating interval.

In Figure 11, we further investigate the distribution of updating intervals for these two kinds
of vehicles. For the private vehicles, their average updating interval is around 10.17 s; whereas for
the commercial vehicles, their average updating interval is around 33.88 s. We can also observe
that the updating interval is fixed around 10 s for almost all private vehicles, but changes among
different commercial vehicles.

We also qualitatively visualize the distribution of both private and commercial vehicle data on
the road map in Figure 12 and 13 with their one-day data, where the yellow (brighter) color indi-
cates a higher vehicular data density and red (darker) color means a lower vehicular data density.
We find that most of the road segments can be covered by either one of them. But a daily coverage
is too coarse-grained for real-time CL modeling. Specifically, hourly road coverage is only around
27.9% for private vehicles and 13.8% for commercial vehicles. To further evaluate their fine-grained
spatial and temporal distributions, we show their spatiotemporal coverage over five thousand re-
gions and 5 min slots in Figure 8. We observe that (i) the spatial coverage of vehicular network has
a clear diurnal pattern, since the majority of the drivers rest during the night and become active
during the day; (ii) fewer regions and less time of day are covered by the vehicular network com-
pared to the cellular network. Thus, under such a fine-grained spatial and temporal granularity,
coverage of explicit data is low, which makes it challenging for them to model CL in real time at
the city scale.

2.3 Contexts

To contextualize our CL modeling, we utilize two kinds of context data: (i) population, i.e., World-
Pop data [39]; (ii) road networks, i.e., OpenStreetMap data [19].

WorldPop Data: WorldPop dataset is an open population dataset [39], which provides the static
population with a spatial granularity of 100 m × 100 m by fusing multiple data sources including
survey data, satellite picture data, and so on. We visualize the population of Hefei city in Figure 3,
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Fig. 12. Private vehicle dist. Fig. 13. Commercial vehicle dist. Fig. 14. Ground-truth data.

where the color yellow represents a high population density. We find that most of the residents
are living in the downtown area. Such a detailed dataset provides a valuable urban density context
for us to understand the performance of implicit and explicit sensing approaches. The total pop-
ulation calculated by WorldPop data is 7.1 million, close to the population released by the Hefei
city government.

OpenStreetMap Data: OpenStreetMap data [19] provide us with detailed roads and POI (i.e.,
points of interest) information in our target city Hefei. In the OpenStreetMap data, each road
segment is assigned with one of eight types, i.e., Motorway, Trunk, Primary, Secondary, Tertiary,
Residential, Unclassified, and Special. Figure 15 shows the road types distribution in Hefei, and we
find that 81.8 % of road segments are Motorway, Trunk, Primary, Secondary, Tertiary, and Residen-
tial, which can be covered by vehicular data we have. With the data from OpenStreetMap, we aim
to understand the impact of different road types on the performance of two sensing systems.

2.4 Metrics: Crowdedness Level

In this article, we utilize the CL to quantify the final results from these two kinds of sensing ap-
proaches. The CL has been widely used in the online map services [17] and transportation com-
munity [31, 53]. Formally, the CL is associated with a spatiotemporal combination, e.g., a 5-minute
time slot and a road segment, and is quantified by a ratio of the extended travel time on this road
segment for this particular time to the shortest travel time during any time slot. Essentially, a
bigger CL value indicates a longer travel time or a heavier traffic jam on the road segment.

Spatial Partition: From the spatial perspective, we study CL on two different levels: one is the
road segment level where all road segments are obtained by OpenStreetMap data; another is the
Voronoi region level where all regions are defined by the Voronoi graph. The road segment level
CL works better for explicit vehicular sensing where we infer travel time on road segments and
obtain CL directly; whereas the Voronoi level CL works better for implicit cellular sensing where
we perform a more complicated inference process. In detail, we first find regions with at least
one road segment within them (e.g., all Voronoi regions in the downtown have at least one road
segment). For the region with multiple road segments, we then calculate a comprehensive CL by
taking all road segments within this region into consideration and put weights on them according
to the length of the road segment in this region. Compared to traditional spatial partition without
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Fig. 15. Road type dist. Fig. 16. Segment lengths.

logical contexts, such as straightforward grid partition, our context-aware partition enables a more
balanced spatial unit for CL modeling [43].

Temporal Partition: Considering the previous work [3] and the fact that 5-minute time slot is
the finest temporal granularity we can have, due to updating frequency of the ground-truth data
we introduce later, we evaluate different time slot lengths, i.e., 5, 10, and 20 minutes, in practical
settings to test the performance of explicit sensing and implicit sensing on different temporal
granularity. Further, to put our inference into a general context, we also consider the time of day
as a factor to evaluate their impacts on CL inference.

2.5 Ground Truth

For the evaluation purpose only, we have obtained dataset from one of the biggest navigation
service companies in China as ground truth, which are independent of the explicit and implicit
data. It provides real-time information about the crowdedness level of 47% of the road segments
in the city, covering the entire downtown area of the city. Their real-time CL data are obtained
by a high-cost proprietary solution based on data sources including traffic cameras, loop sensors,
floating vehicles, and so on. There are four different CL values ranging from 1 to 4, denoting an in-
creasing traffic jam. Such detailed real-time CL data are very challenging to obtain at a large scale
due to the difficulty of extensive sensing infrastructures deployment [3]. We visualize all the road
segments with the ground-truth data in Figure 14 with four colors and we find that the ground-
truth data only cover the downtown area. During the evening rush hour from 8:00 to 9:00 pm,
we have 89.0%, 8.7%, 1.5%, and 0.3% of road segments for four crowdedness levels, respectively.
The lengths of different road segments are shown in Figure 16, from which we find that almost
95% of road segments have a length of shorter than 0.5 km, enabling a fine-grained CL modeling.

3 EXIMIUS: DATA-DRIVEN MODELS

The overall framework of EXMIUS is demonstrated in Figure 17. Since our measurement frame-
work EXIMIUS focuses more on evaluating two kinds of urban sensing approaches (Section 3.1
and Section 3.2), instead of designing a new sensing scheme, we first utilize the sensing infras-
tructure and their data introduced in the last section to implement two state-of-the-art models
regarding single source traffic sensing, then we propose a data fusion method based on truth
discovery to consider both sensing sources (Section 3.3). All the evaluations (Section 4) are
performed on both explicit and implicit sensing sources and evaluated based on the ground truth
introduced in Section 2.5.

3.1 Model Driven by Implicit Sensing Data

Among several state-of-the-art models for CL modeling (traffic condition modeling in general), we
utilize the model from Reference [23], which is the latest model using detailed cellular signaling
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Fig. 17. Overall framework of EXIMIUS.

Fig. 18. GPS and signaling trace of a user.

Table 1. Comparison of CL Estimation

Data Ave. speed Speed variance Travel time Ref. speed

GPS 10.0 (m/s) 33.6 669.0 (s) 8.84 (m/s)
Signaling 100.1 (m/s) 18671.51 690.0 (s) 8.84 (m/s)

data for travel time and crowdedness level inference. However, since this is a data-driven model, we
utilize a few techniques to ensure our cellular signaling data can be used to implement this model.

Intuitively, the travel time can be extracted by simply considering two signaling records from
two different cell towers. We show a test trace of a user with both GPS data and signaling data in
Figure 18.

The left figure visualizes the raw GPS data and the right figure presents the trace of attached cell
towers. We find that two traces have high-level similarity, but the trace based on signaling data
is more uncertain. In particular, consider the fact that the length of most road segments in Hefei
road networks is shorter than 0.5 km (Figure 16), and the coverage radius of a cell tower is roughly
300 m, it is challenging for us to estimate travel time on the road segment level by using signaling
data. This is because the coverage distance between cell towers can be as long as 600 m, which
is even greater than the length of road segments. This leads to large estimation error considering
that a cellphone user standing on the border of two cell towers can be attached to either tower at
any time due to the congestion control of the cellular networks, leading to the phenomenon called
“Ping-Pong Effect” [21], meaning a cellphone user quickly “moves” between two cell towers.

To better validate the claims above, we analyze some statistic features from the traces of GPS
and signaling data of this one user and present the results in Table 1. The Ref. speed is the reference
average speed calculated by real physical trace distance (5.9 km) and absolute travel time (691 s).

We find that the speed calculation based on signaling data cause larger error compared to GPS
data, but travel time is relatively accurate. Besides, it is not reasonable to calculate travel time
between short distances, especially for a distance shorter than the coverage radius of one tower,
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Fig. 19. Example of a highway segment.

ALGORITHM 1: Algorithm of selecting cell tower pairs

tmax ⇐ maximum travel time of target road segment
tmin ⇐ minimum travel time of target road segment
distmax ⇐ maximum distance of two cell towers
distmin ⇐ minimum distance of two cell towers
T ⇐ set of cell towers in proximity of target road
for toweri in T do

for tower j in T do

if i � j and dismin ≤ distance (toweri , tower j ) ≤ dismax and tmin ≤
time (toweri , tower j ) ≤ tmax then

Calculate direction of cell tower pairs
Calculate travel time of cell tower pairs

end if

end for

end for

Return cell tower pairs satisfying all conditions

since it will be challenging either to distinguish the moving status of a cellphone user or to estimate
the travel time precisely. Thus, we choose relatively longer real-world road segments as our target
roads and implement the algorithm in Reference [23] with extra constraints.

Based on Algorithm 1, we first extract candidate cell tower pairs where each cell tower in a pair
is near one end of the road segment. Cell tower pairs are selected by thresholds of coverage radius
of cell towers and distance within cell tower pairs, i.e., cell towers must be near the ends of the
road segment and the distance of two cell towers must not be larger than the threshold regarding
road segment length. After this, we then select users who were attached to the cell tower pairs
by setting travel time and travel distance thresholds, then we can have all the target users associ-
ated with cell pairs traveling in two driving directions on the target road segment. Actually, we
find that setting limits for the distance of cell tower pairs alone is enough for filtering the outliers
of towers and users. Note that for a specific user, there may be multiple records, so we imple-
ment an intuitive algorithm for the final travel time calculation [23]. The main idea is to consider
(i) the time of the last signaling record attached to the departure cell tower as the starting time,
(ii) the time of the first signaling record attached to the arrival cell tower as the ending time, and
(iii) the average travel time for different users as the final travel time on the road segment.

We utilize a highway segment given in Figure 19 called national highway G206 to show an
example of how to calculate the travel time based on signaling data [23]. This segment of national
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highway G206 has a total length of 8.2 km and the maximum speed for the road is 120 km/h
(i.e., corresponding to a travel time of 4.2 minutes). There are 235 towers in proximity and 1,618
different road segments on this road, and 9,153 users during a day recorded by signaling log. The
maximum number of records for a single user is 2,252; the minimum number is 2; the average
number is 40. Based on the travel time calculation algorithm, we can first find out candidate cell
tower pairs, then we select attached users traveling from two directions during a different time
of day to calculate their travel time intervals on this road segment. Last, we convert the resultant
travel time into the CL based on different speed ranges of four CLs and the road segment length.

The accuracy of indirectly inferring travel time may not be very high, since we cannot have
the precise position of the users. However, the advantages of this implicit sensing method can be
manifold: (i) it utilizes the ubiquity of cellphones and telecommunication infrastructures, which are
free for the traffic sensing purpose; (ii) it also makes full use of the advantages of crowdsourcing,
i.e., in our scenario, the large scale of subscribed cellphone users can make up for the weakness of
sensing accuracy.

3.2 Model Driven by Explicit Sensing Data

Based on the explicit sensing data, we implement a travel time estimation model to obtain CLs
for all road segments with different time intervals. Given the historical GPS data we have and the
features of these data, we implement the model from Reference [3] as our explicit sensing model,
where an algorithm focusing on creating a prediction multidimensional tensor by referring to
historical GPS data at the same region partitioned and similar time is introduced. Even though
some models are proposed recently [52], they either require additional datasets or their model
descriptions are at a high level, and cannot be implemented with details for a fair comparison.

During the implementation of our explicit sensing model, we utilize a spatial partition based on
Voronoi polygons generated by locations of cell towers to provide a fair comparison with signaling
data. As for the temporal aspect, we still consider a similar partition, i.e., time of day. Inputs of the
model are raw GPS data from private vehicles and commercial vehicles. They are formatted into
traces by different users and different periods. Different from storing historical travel duration
into entries, we store crowdedness level into entries for two reasons: (i) we directly compare CL
derived from signaling data in the end, so it would be more efficient for us to store CL directly; (ii)
it is challenging to calculate travel duration given specific boundaries of polygon regions, since
the segmentation of trips is needed. However, after converting travel time to the corresponding
CL, we can easily obtain CL results by examining how the CL calculated by this trip contributes
to the actual overall CL of the corresponding roads.

Note that we do not average all the historical data directly, instead, we consider the values of
different CL within the specific time and location to improve the accuracy in our case. The detailed
are given in Algorithm 2 [3].

The advantage of explicit sensing is clear, since it provides us with accurate and frequently
updated location information. High-quality GPS data can be used for traffic sensing such as travel
time estimation with little preprocessing work. However, the spatiotemporal coverage of the data
cannot be guaranteed, since it is decided by the appearance of vehicles with GPS modules.

3.3 Data Fusion based on Truth Discovery

Once we have obtained the estimated CL results from explicit and implicit sensing methods intro-
duced above, we then try to approach the “true” CL data on the road segments and regions based on
both sensing sources. Due to the distinctive spatiotemporal coverage advantage of implicit sens-
ing and the accuracy advantage of explicit sensing, we try to make use of the advantages from
both to provide a better sensing performance. To achieve that, we formulate this problem into a
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ALGORITHM 2: Algorithm of travel time estimation

T ⇐ All traces of users
P ⇐ All Voronoi polygons
M ⇐Matrix storing historical CL data
mpt ⇐ CL of time period t and polygon region p
for trace in T do

Convert travel time to CL
if mpt does not exist then

Create an entry under this context
Assign value of CL to the entry

elsempt exists
Append value of current CL tompt

end if

end for

Update M with weighted entries
return M

truth discovery problem [27] in this work. As indicated, truth discovery works well in the scenario
where there are conflicts from multiple data sources, which is quite common in real-world sensing
scenarios. Specifically, in our scenario, we treat the ground-truth CL on road segments and regions
as the “truth” we are seeking, the estimated CL results from two sensing sources are regarded as
observations upon the truth. The goal here is to discover the truth from multiple sources.

To begin with, we formulate the problem in a general way by defining x∗tx
∗
tx
∗
t as the truth of CL

under certain spatiotemporal context, i.e., on a road segment during time t ; NNN as the number of
views we consider; xn

tx
n
tx
n
t as the CL result derived from the single-view models we introduced above,

wn
twn
twn
t as the explicitness degree regarding a view n. The explicitness degree represents how explicit

the sensing source is, for example, in our traffic sensing scenarios, the vehicular GPS sensing data
should have a higher wn

twn
twn
t value, since it is more explicit in terms of sensing traffic condition. We

also defineWtWtWt as the vector ofwnwnwn :WtWtWt = (w1
tw1
tw1
t , . . . ,w

N
twN
twN
t ). Based on these, we then use a loss function

DDD to measure the deviation from the true CL x∗tx
∗
tx
∗
t to the observed CL xn

tx
n
tx
n
t from sensing source n,

and a regularization function δδδ to constrain the explicitness degrees. In sum, the problem can be
formulated as a joint optimization problem to obtain x∗tx

∗
tx
∗
t andWtWtWt in Equation (1):

min FFF (x∗tx
∗
tx
∗
t ,WtWtWt ) =

N∑

n=1

[
wk

twk
twk
t ·DDD

(
x∗tx
∗
tx
∗
t ,x

k
tx
k
tx
k
t

)]
,

s .t .δδδ (WtWtWt ) = 1.

(1)

The object function we try to minimize, i.e.,
∑N

n=1[wk
twk
twk
t ·DDD (x∗tx

∗
tx
∗
t ,x

k
tx
k
tx
k
t )], is the overall weighted deviation

covering different views, in which a higher penalty will be given if the CL from a more explicit
view deviates from the true values and a lower penalty will be given if the CL of a less explicit view
deviates from the-truth. That means, we put more weight on the observations from the explicit
view and the penalty will be high if the observations are far away from the true values.

Given this formulated optimization problem, we further use the block coordinate descent
method [5] to obtain the optimized x∗tx

∗
tx
∗
t andWtWtWt to minimize the object function. The method can be

described as iterative processing where one unknown variable is fixed and the other is optimized,
then we do it in the other way. Specifically, we initialize the x∗tx

∗
tx
∗
t andWtWtWt in the step 0. In our setting,

the x∗tx
∗
tx
∗
t is initialized as the average from multiple sensing views andWtWtWt is set as a vector of equal

values constrained by the regularization function. Then we fix x∗tx
∗
tx
∗
t to optimizeWtWtWt as the step 1, and
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Fig. 20. Optimization processing.

fix WtWtWt to optimize x∗tx
∗
tx
∗
t as the step 2. We iteratively repeat step 1 and step 2 until the results are

converged, as shown in Figure 20.
The only unsolved parts are the choices of the loss function and regularization function. In this

joint optimization problem, we use the normalized squared loss as loss function and negative log
function as regularization function, which makes the optimization convex. The convergence of
this problem is guaranteed by the property of Block Coordinate Descent method [5]. In detail, the
two functions are given in Equation (2) and (3):

DDD (x∗tx
∗
tx
∗
t ,x

k
tx
k
tx
k
t ) =

(x ∗tx ∗tx ∗t−x k
tx k
tx k
t )2

std (x 1
t , ...,x

n
tx 1

t , ...,x
n
tx 1

t , ...,x
n
t )
, (2)

δδδ (WtWtWt ) =
N∑

n=1

exp (−wn
twn
twn
t ). (3)

The deviation function first calculates the L2 distance from the true values and the observed
values, then it is normalized by the standard deviation of all the observations. In this way, we
can have a fair representation of the deviation from observed values and the true values. For the
regularization function, we use the exponent function to magnify the subtlety of the explicitness
degree. There are other realizations of the loss function and regularization function that can guar-
antee the convexity of the optimization problem, here we only show one kind of realization to
demonstrate the feasibility.

4 EVALUATION RESULTS

In this section, we show our evaluation results from CL modeling in Section 3. To comprehensively
compare these two kinds of sensing approaches, we first introduce the methodology of evaluation
(Section 4.1), then we consider several factors affecting the performance of traffic sensing, i.e.,
evaluation sites (Section 4.2), spatial impacts (Section 4.3), temporal impacts (Section 4.4), and
impacts from various contextual information (Section 4.5). Then we show the performance of the
data fusion method based on both sensing systems (Section 4.6).

4.1 Evaluation Methodology

In general, the evaluation results will be introduced from two levels. One level is the estimation
and the other level is the prediction. We want to investigate how different factors can affect the
performance of both estimation and prediction.

For the estimation (sensing part), we directly implement three sensing models (explicit, implicit,
and fusion model) introduced in Section 3. Inputs of these models are based on the raw data from
two sensing systems, we treat the process of sensing as the estimation. The second level is the
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Table 2. Statistics of Road Segments

Context Road 1 Road 2 Road 3 Road 4

Road type avenue main ave. motorway highway
Road len.(km) 2.23 1.9 0.9 2.6
# of segment 1595 395 1709 2782
# of GPS users 273 509 680 710
# of GPS recs 14,921 11,342 65,314 81,100
# of towers 403 365 804 1017
# of tele users 76,615 92,976 240,549 246,324
# of tele recs 3,504,747 4,126,435 10,429,728 10,723,447

prediction. The details of data preprocessing and model implementation will be shown in the cor-
responding paragraphs below. Consider the massive data size, all the data processing work is done
on a cluster with 12 Hewlett-Packard machines, with 2 Tesla K80c on each. We use Spark on the
cluster for initial data preprocessing such as outlier filtering, data aggregation, and so on. Further
sensing models are implemented on the same cluster.

Once we have the estimated CL results from different models, i.e., CL from the explicit model,
implicit model, and fusion model, we then build models on the historical data to predict future
results. Here we implement a Multi-layer Perceptron (MLP) based time series model to predict
future CL results. Notice that MLP here is only used as an example method to demonstrate the
effectiveness and generalizability of our framework; other time series methods should also work.
For the MLP model, we split the time series of CL values into short time sequences, where each
sequence has a length of five. We then use the previous four values to predict the next value.
Specifically, we design a three-layer MLP structure with a hidden regular densely-connected layer
of 100 nodes. We use the Rectified Linear Unit as activation function, Adam as optimizer, and
MSE as the loss function. The model is implemented via Tensorflow. We sample 80% of the data as
training and the rest 20% of the data as testing data.

All the performances, including estimation and estimation, are quantified by one metric: Mean

Absolute Percentage Error (MAPE) (shown in Equation (4)). The CLinf er r ed can be estimated
or predicted CL values, and the CLtrue can be the ground-truth CL from the navigation company
if it is for estimation or the estimated results if it is for prediction. The lower the MAPE value, the
higher the accuracy,

MAPE (%) =
|CLinf er r ed−CLtrue |

CLtrue
. (4)

4.2 Comparisons on Four Evaluation Sites

Since different road types typically have different speed limits and traffic volume capacities, we
perform a data-driven investigation of four kinds of road types based on Hefei road networks. We
report our statistic results in detail based on four roads from four kinds of these road types. These
four roads have different road lengths from 0.9 to 2.6 km, and have a different number of road
segments from 395 to 2,782, and are from different urban regions around the city, i.e., commercial
area, residential area, industrial area, and airport highway area. By considering all these possible
features regarding road segments we can make sure our evaluation sites are representative. The
average statistical characteristics from these four roads are given in Table 2.

To compare cellphone-based explicit sensing and vehicle-based implicit sensing, we combine
private vehicles GPS data and commercial vehicles GPS data together as vehicular data to im-
plement the explicit CL sensing model described in Section 3.2. We compare this model with the
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Table 3. Comparison of CL Estimation

Context Road1 Road2 Road3 Road4

Accuracy (Explicit) (%) 98.6 97.2 98.6 98.6
Coverage (Explicit) (%) 44.4 45.8 45.8 86.1

Accuracy (Implicit) (%) 61.1 73.6 62.5 73.6
Coverage (Implicit) (%) 100 100 100 100

Explicit CL var. 0.52 0.31 0.26 0.08
Implicit CL var. 0.22 0.03 0.04 0.16
Ground Truth CL var. 0.17 0.18 0.22 0.05

implicit CL sensing model based on the telecommunication data, i.e., signaling data, as described in
Section 3.1. From the Table 2, we find that in our dataset, the implicit sensing data, i.e., signaling
data, have many more records and users logged during a day compared to the explicit sensing
data, i.e., vehicle GPS data. One reason is that we have many more cellphone users than car users;
another reason is that signaling data update much more frequently, leading to a higher temporal
coverage rate. With these data, we calculate the results of the CL inference of these four sample
roads and then compare them with the ground-truth data introduced in Section 2.5. The detailed
estimation results are summarized in Table 3.

From the above results, we find that with a 5-minute time slot length setting, the temporal cov-
erage rate of vehicle-based explicit sensing is lower than that of cellphone-based implicit sensing
across all evaluation road segments. Even though their overall temporal coverage rates are smaller
than these of implicit sensing data, explicit sensing data enable a sensing approach with better ac-
curacy, which verifies our previous observation that cellphone-based implicit sensing has better
coverage, but vehicle-based explicit sensing has higher accuracy. Further, by calculating the CL
variance, we find that a smaller variance normally corresponds to a higher estimation accuracy in
both cellphone-based implicit sensing and vehicle-based explicit sensing for the CL estimation.

4.3 Spatial Factors

Traffic sensing is also heavily affected by the following spatial factors: (i) urban region functions,
e.g., the downtown area may be more crowded and thus traffic may be heavier, and a rural area
may be less crowded; (ii) road lengths, e.g., the longer road may contain more vehicles and more
cellphone users to contribute to the sensing; (iii) road types, e.g., the highway may have less traffic
jam compared to other road types. Thus, we further explore the impacts of spatial contextual
information on two sensing approaches.

Based on Figure 21, the CL prediction results from both sensing approaches indicate that high-
way has a higher prediction accuracy than other road types, e.g., Road 4 has the best performance.
Further, the road length may have a big impact on the prediction results, since the shortest Road 3
has the biggest MAPE value compared to other roads. For all results, it seems that the MAPE value
is inversely proportional to road lengths, indicating that the CL prediction on a shorter road seg-
ment may cause larger errors. This is because there are fewer data points when the road is shorter,
sparse data points may bring biases, since they cannot accurately reflect the real traffic status of
road segments. Finally, the cellphone-based implicit sensing has a lower CL prediction accuracy in
general compared to vehicle-based explicit sensing except for the highway, which contains enough
signaling data across cell towers to estimate CLs.

In addition to road-based setting, we also implement a region-based CL prediction for these
two approaches based on Voronoi regions. For cellphone-based implicit sensing, we calculate user
density and population density from Worldpop data in each region for later analysis of contextual
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Fig. 21. Road accuracy. Fig. 22. Region accuracy.

factors. We also consider CLs inferred by users’ switching between different towers, and then
implement prediction by the MLP model mentioned in the beginning. For the inference of CL
based on users, we first filter users with the higher radius of gyration [4] values, then we extract
signaling traces from these users as raw traces. Based on these raw traces, we implement the
trajectory segmentation method in References [14] to divide the user’s one-day signaling trace
into several physical trajectories. Then, we smooth the trajectories by excluding spatial outliers
caused by handover protocols and “Ping-Pong Effect.” Finally, we calculate travel time and travel
speed based on individual users, then assign the CL into Voronoi regions according to the location
of the users.

For vehicle-based explicit sensing, we implement a state-of-the-art model [3] by first partition-
ing the whole city into five thousand grids and then locating Voronoi regions in these grids, saving
time to locate the entries of each GPS point for the later prediction. Once we obtain a user’s lo-
cation, we first locate it in large grid partitions and then locate its associated Voronoi polygon.
Finally, we store each user’s speed and timestamp as an entry into the matrix. Estimation results
from two data sources are shown in Figure 22 based on a 5-minute time slot temporal partition.
Based on the results, we find that for region-based CL sensing, vehicle-based explicit sensing still
outperforms cellphone-based implicit sensing, which is consistent with our previous observation.

4.4 Temporal Factors

Different time of day can directly affect the traffic status, e.g., traffic will be more crowded during
the rush hours. Since the CLs of the rush hours are more important due to the potential higher
traffic demand, we mainly study the temporal contexts during six hours, i.e., 6–7, 7–8, and 8–9
in the morning representing the morning rush hours; 16–17, 17–18, and 18–19 in the afternoon
representing the evening rush hours. The time slot length, as another temporal factor, is also vital to
our traffic sensing performance. We use 5, 10, and 20 minutes of time slots to test their performance
on different temporal granularity. In all, we show the CL prediction performance at both different
time of day, and in different time slots.

Based on our previous Voronoi region partition, we investigate the traffic CL prediction based
on Voronoi regions by randomly selecting 1,000 regions in Hefei downtown area where Ground
Truth data are available, with their specific features on the Voronoi polygon size, the number of
cellphone users, and the number of population from Worldpop data. In particular, we use 80% of a
one-month CL dataset as training data and 20% of them as testing data; and after rotating the test
data among 30 days, the average results were reported.

In Figure 23, we show estimation MAPE of the 1,000 regions from the downtown area during
morning and evening rush hours in 5-minute slots, based on historical CL data. We find that the
MAPE values are similar in these six rush hours. Further, 08h00 and 18h00 have higher MAPE
compared to the other four rush hours, respectively. These results match the trend of CL during
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Fig. 23. CL prediction. Fig. 24. Gaode CL dist.

Fig. 25. Temp. of phone. Fig. 26. 6 Hour of phone.

a day in Figure 24 (where 1 means no traffic jam and 4 denotes heavy traffic jam), showing that
these two hours are the most crowded periods in one day. We calculate the variance of Ground
Truth CL of 6 hours in the same regions, and we find that these two hours have a relatively higher
variance than the other four hours. As a result, a lower fluctuation may provide a better estimation
of the CLs due to better sensing.

For cellphone-based implicit sensing, we show the impacts of different time slot lengths on the
CL prediction results in Figure 25. We find that as we increase the length of the time slot from
5 to 20 minutes, MAPE generally decreases. This is because the CL in a longer time slot, e.g., 20
minutes, is easier to predict due to less fluctuation and more data collected compared to the CL in a
shorter time slot, e.g., 5 minutes. Further, we explore the CL prediction results during the different
time of day in Figure 26. In particular, we average the accuracy within an hour based on different
time slot lengths. We find that a longer time slot can lead to a lower MAPE, i.e., a higher prediction
accuracy.

For vehicle-based explicit sensing, we show the impact of different time slot lengths on the CL
prediction results in Figure 27 and the impact of time of day on CL prediction results in Figure 28.
We find some similar trends as results from cellphone-based implicit sensing. In particular, a rela-
tively long time slot leads to a smaller MAPE value, i.e., higher CL prediction accuracy. Similarly,
8h00 and 18h00 have relatively lower prediction accuracy, matching the results from cellphone-
based implicit sensing due to high traffic demand.

Finally, we compare the results of vehicle-based explicit sensing and cellphone-based implicit
sensing. We find that as shown by Figure 25 and Figure 27, given the same temporal granularity, i.e.,
the same time slot length, vehicle-based explicit sensing has a lower MAPE (i.e., higher accuracy).
Similarly, as shown by Figure 26 and Figure 28, we find for the same time of day, vehicle-based
explicit sensing has a lower MAPE compared to cellphone-based implicit sensing. The above results
indicate that given the same time of day and the same time slot length, vehicle-based explicit
sensing has better performance in terms of CL prediction than cellphone-based implicit sensing.
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Fig. 27. Temp. of vehicle. Fig. 28. 6 Hour of vehicle.

Fig. 29. Temp. of implicit. Fig. 30. Temp. of explicit.

Besides, we also show estimation results from non-rush hours upon our four sample roads by
implicit sensing (Figure 29) and explicit sensing (Figure 30), compared to the ground truth data
from the navigation service provider. We find that generally, explicit sensing has better perfor-
mance than implicit sensing, and Road 4 (highway) has a smaller estimation error. One possible
explanation is that for the non-rush hour, the implicit sensing is only based on limited cellphone
data, which leads to poorer performance.

4.5 Contextual Factors

Traffic sensing may also be influenced by other contextual factors, such as region size, population
density, and user density, e.g., more users may indicate a higher traffic volume. We show how
the contextual information influences the final inference result, aiming to provide insights into
how to improve CL inference accuracy. Based on the Voronoi regions, we present our prediction
results from ascending sorted polygon sizes, population density, and user density. The results are
in Figures 31, 32, and 33, respectively. It is shown in Figure 31 that MAPE decreases as regions’
sizes increase, which indicates larger regions can have better CL prediction accuracy, it is because
larger regions include more road segments. We find that the MAPE increases (i.e., CL prediction
accuracy decreases) if there are a higher population or more users in the polygon, as indicated by
Figure 32 and 33.

Last, we comprehensively demonstrate the effects of the common contextual factors on traffic
sensing, including weather, day of the week, holidays, and so on. For the weather conditions, we
extract the historical weather conditions data online, including daily temperature range, air quality
ratings, weather conditions, and wind information. Regarding traffic sensing, we focus on factors
that may affect the urban traffic, i.e., factors related to extreme weather conditions, including heavy
rain or above, wind scale 6 or above, and heavy air pollution. For the day of the week, we separate
days into weekdays and weekends. We also evaluate the impacts of holidays, e.g., the traffic is
usually heavy near International Workers’ Day. For these above factors, we compare the perfor-
mance of traffic sensing on days with and without these characteristics. The results are shown in
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Fig. 31. Polygon size. Fig. 32. Population.

Fig. 33. User number. Fig. 34. Other contexts. Fig. 35. Performance comparison.

Figure 34. We can observe that the MAPE values of weekends are slightly smaller than those of
weekdays, indicating a higher sensing accuracy during weekends. This may be caused by fewer
people going out during weekends compared to weekdays, e.g., some people tend to rest at home
while they have to work during weekdays. We also find out that the performance of traffic sensing
during holidays and under extreme weather conditions is better than regular days, which suggests
a better sensing accuracy. For example, the traveling speed may be slower but more stable during
a day with heavy rain, which makes sensing easier.

4.6 Data Fusion based on Truth Discovery

Upon having the sensed CL from explicit and implicit sensing sources, we implement the data
fusion method introduced in Section 3. Considering that we can infer CL by either cellphone-based
implicit sensing or vehicle-based explicit sensing, we then have two different sets of observations
upon CL. In this case, two sets of CL data are complementary to each other if one (i.e.,vehicle-based
explicit sensing) lacks enough coverage rates under a specific temporal period and the other (i.e.,
cellphone-based implicit sensing) lacks accurate measurements. The truth discovery-based data
fusion here functions as the tool to find the truth CL conditions on road segments. In particular,
we convert speeds of cellular users and vehicles to CLs according to a standard provided by the
navigation service provider, which considers both road segments types and corresponding speed
limits. We then have two sets of CL data from implicit signaling data and explicit GPS data. After
implementing the method in Section 3 by scipy.optimize in Python, we can obtain the optimized
CL results built upon two inferred CL datasets.

Similarly, we also evaluate this method at two different levels, i.e., road segments level, and
region level. On the road segments level, we still use the four representative road segments as an
example to present the performance, the results are shown in the Table 4. The estimation results
here are directly calculated CLs by using individual cellphone-based implicit sensing or vehicle-
based explicit sensing. For the signaling data, we infer the CLs from traces of moving users and
their average travel time; for the GPS data, we obtain the results from users’ speeds and convert
speeds into CLs based on given standards. We find that, generally, MAPE values decrease by using
our proposed data fusion method upon both sensing datasets.
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Table 4. Comparison of CL Estimation and Prediction

MAPE Road1 Road2 Road3 Road4

Estimate
GPS (%) 56.3 57.6 42.3 11.1

Signaling (%) 31.9 14.6 20.8 23.6
Fusion (%) 21.0 13.2 17.7 8.5

Predict
GPS (%) 29.5 32.1 37.5 7.1

Signaling (%) 30.3 32.1 37.9 11.5
Fusion (%) 27.9 32.0 36.9 6.5

We also fuse the two data sources on the Voronoi region level. In particular, based on a specific
data source (e.g., the cellphone signaling data), we aggregate estimated CLs from different road
segments on the same Voronoi region based on the method introduced in Section 2.4. For each re-
gion, we calculate a comprehensive CL by considering all road segments within this region and put
weights on them based on the road segment length in this region. We then perform a similar pro-
cess based on the other data source (e.g., the vehicular GPS data), and, finally, we obtain the fused
CLs based on the data fusion method and two inferred CLs data as the final results. The results
are shown in Figure 35. We find that by considering both two datasets as an integrated sensing
approach, it outperforms both individual sensing approaches based on GPS or signaling data alone.

5 DISCUSSIONS AND LESSONS LEARNED

In this section, we discuss a few insights we obtained in our measurement study and some lessons
learned.

Limitations: In this work, we only use data from a particular city (Hefei) for the measurement
investigation of explicit and implicit traffic sensing, so the results and conclusions obtained in this
work may only apply to Hefei and cities with similar features, e.g., spatiotemporal coverage of
data, updating frequency of data, population distribution, and so on. We believe if the key factors
such as data distribution of vehicular and cellular sources, and contextual information are similar
among cities, our results then can be generalized to other cities, because they are the basis of all the
above analyses. Additionally, there are works showing the feasibility of cross-city transfer learning
schemes [46], It has been shown that knowledge can be transferred from the city with sufficient
multimodal data and labels to cities with scarce data and labels. In our setting, a similar solution
can be proposed, since cities have common data types such as road networks, vehicular networks,
and cellular networks. Knowledge learned in the source city, such as relationships among traffic
status and contextual data, may be beneficial for traffic investigation of the target city, considering
the availability of common contextual data. We will not discuss it in detail in this article but these
works show a potential solution to our generalization issue. Further, we study the traffic conditions
based on pre-defined spatial partitions, which may not be the optimal partition for traffic condition
modeling. However, in general, how to partition cities into different regions to understand traffic
conditions or human mobility is still an open question [3]. Last, we only focus on one traffic sensing
scenario to explore the pros and cons of explicit and implicit sensing, while our framework can
also be applied in other sensing scenarios enabled by multiple sensing systems.

Spatial Coverage: As shown in Figures 8, cellular and vehicular networks have different spa-
tial coverage. In general, cellular networks as an example of implicit sensing have better spatial
coverage than vehicular networks as an example of explicit sensing. However, the spatial coverage
of cellular networks is fixed because of the stationary nature of cell towers. In contrast, the spatial
coverage of vehicular networks is dynamic due to the mobile nature of vehicles. This indicates
cellular networks can cover more regions, but vehicular networks are more flexible.
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Temporal Coverage: As shown in Figures 8, we find that for cellular networks as implicit
sensing, their temporal coverage is very high for some regions, indicating cellular networks
always have data for these regions. However, for some remote regions, if there is no cell tower
deployed in these regions, their temporal coverage is always 0. In contrast, for vehicular networks
as explicit sensing, they have covered almost all regions, but the distribution is non-uniform,
e.g., lots of regions with 20 slots covered among 288 slots, making it less ideal for continuous
modeling. The temporal coverage share some similarities to spatial coverage, where explicit
sensing is flexible with lower spatiotemporal coverage and implicit sensing is more fixed with
higher spatiotemporal coverage.

Performance Comparison: We find that the prediction results for crowdedness levels by ex-
plicit sensing and implicit sensing approaches have their advantages and disadvantages, in terms
of coverage and accuracy. Which approach to use should be based on a set of factors related to sys-
tem availability, cost, granularity, and so on. Our study reveals some advantages of either explicit
or implicit sensing in some concrete settings, including different locations, time slots, time of day,
different contextual factors. The details can be found among measurement results.

Data Collection: All the data used in this project are legally collected by the service providers.
The data from commercial vehicles are collected by a logistics company that owns and manages
these vehicles. The private vehicle data are collected by a large insurance company by an onboard
device and smartphone app, and all customers are informed about data collection and agreed to
provide their data for the company and its business partners for business analyses. In return, they
received monthly premium reductions. Finally, all the cellular signaling data are also collected
under the consent of cellphone users by signing the contracts.

More Implicit and Explicit Sensing: Due to limited data access, we only consider a cellular
network as an example of implicit sensing and a vehicular network as an example of explicit sens-
ing. However, our framework can also be generalized by other real-world datasets, which can be
treated as explicit and implicit sensing data. We aim to further explore other urban systems to
improve our analysis if the system users opt to participate under privacy-preserving mechanisms,
e.g., (i) image data from the traffic cameras or the cameras inside the transit systems as implicit
sensing. (ii) data of a growing bicycle network with 8,000 bicycles in Hefei for rentals using the
smart transaction cards as implicit sensing. (iii) CDR data and cellular traffic data collected from
telecommunication systems. The idea can also be generalized to other sensing applications, such
as noise pollution sensing and air quality sensing. Take noise pollution as an example, sound sen-
sors can be treated as explicit sensing, since they can directly provide the measurements of noise.
While contents from social networks could be a source of implicit sensing, such as people are post-
ing content about gathering somewhere for an outdoor concert, which potentially increases the
noise level nearby.

Privacy: While understanding traffic condition is beneficial for city residents, we have to protect
the privacy of involved residents, i.e., cellphone users and vehicle drivers. All the data used in this
project are legally collected by the service providers. For example, signaling data are collected by
the cellular provider with the consent of users when they subscribe to the services, which aim to
provide better user experience based on the collected data. GPS data from vehicles are collected by
the insurance company, which provides a premium discount for users. We only have access to the
data from those whom signed the data privacy policy. The partial policy of cellular data usage is
attached here for demonstration: “To make sure that you can enjoy our services and to accurately
calculate service fees, we will use the collected information under the following cases: To improve
your service experience and service quality, or deal with your consulting, complaints, reports, and
so on, or to recommend better or more suitable services, we will use your information for the
purpose of our products or services under the constraint of this privacy policy.” In this project, all
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data analyzed are anonymized by the data provider and we as researchers do not have access to
the raw data. During our project, we respect the privacy of users, and the raw data have not been
moved from the cellular providers’ internal server. There is little risk for the users when the data
are used for aggregated traffic sensing. All user IDs have been hashed into global identifiers by the
cellular providers’ staff, and we cannot leverage these identifiers to trace back to any cellular users;
we only access and process data related to traffic condition modeling, non-relevant information is
deleted by the provider to reduce risk; finally, in this work, all our results on traffic conditions are
given at aggregated cell tower or road segment levels instead of location for a specific timestamp,
thus individuals information is not revealed and studied.

6 RELATED WORK

In general, there are many approaches to estimate and predict real-time traffic conditions based
on different sensing systems and their data. In this article, we divide them into two categories, i.e.,
explicit sensing and implicit sensing.

Explicit Sensing: To explicitly sense the traffic conditions, many systems have been proposed.
There are online map services, e.g., Google Map [17] and Gaode Map [16], which are mostly based
on crowd-sourcing and smartphone apps. They utilize their users’ GPS locations and speeds to
model and predict traffic speeds with good accuracy. Another major direction is about onboard GPS
devices in both private cars and commercial vehicles such as taxis [3], buses [57], and trucks [6, 36].
In particular, Aslam et al. [1] present a system to use taxis as roving sensors to infer city-scale traf-
fic conditions. They conduct a case study to demonstrate that it is possible to accurately infer traffic
volume through data collected from a roving sensor network of taxi probes that log their locations
and speeds at regular intervals. Their model and inference procedures can be used to analyze traf-
fic patterns and conditions from historical data, as well as to infer current patterns and conditions
from data collected in real time. Besides, traffic infrastructures (such as loop sensors and traffic
cameras) are the most direct methods for traffic volume and traffic speed modeling [11]. For ex-
ample, researchers propose various models for traffic estimation based on the image data obtained
by traffic cameras and achieved high accuracy [9, 26]. There are also some works based on social
networks relying on human beings as data sources, e.g., researchers utilize traffic information on
Twitter [45] for congestion estimation. Xie et al. [48] make use of a vehicle-to-vehicle scheme, i.e.,
using information shared by other vehicles to estimate the speed of the target vehicles. All these
above works make use of sensing sources directly related to traffic sensing, such as traffic speed,
travel time, or traffic congestion. However, as we show in our measurement results, these solu-
tions have fundamental problems including low penetration rates and uncertain mobility patterns
of sensing devices, e.g., vehicles and smartphone users.

Implicit Sensing: The key rationale for implicit sensing is low-cost data collection and high
spatiotemporal coverage. For example, the telecommunication infrastructure has been utilized to
infer traffic conditions given that there are already massive datasets collected from telecommuni-
cation systems, e.g., CDR [44], WiFi data [41], signaling data [10, 22, 23], and so on. These datasets
reveal coarse-grained locations and time associated with these locations, which can be used to infer
traffic conditions. Moreover, these infrastructure data are almost free, since they are automatically
collected by existing infrastructures [13]. Considering the ubiquity of cellphones, cellular data thus
have extremely high spatiotemporal rates. There are data records as long as there are people with
cellphones and they even do not have to use their cellphones. For example, the first set of work
utilizing cellular data [34] to estimate the traffic conditions is based on the idea of utilizing mo-
bile phones as traffic probes, because this infrastructure is already in place in most urban areas,
e.g., traffic speed information can be obtained by passively monitoring data transmission in the
cellular network. Further, Janecek et al. [22, 23] utilize signaling data from both active and inactive
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cellphone users to infer traffic jam and achieved gain in coverage and accuracy by performing two-
stage estimation on signaling data. They propose a real-time monitoring and estimation system to
improve the response time. Besides, WiFi Access Points are also used as an infrastructure to help
to extract the trajectory of users, then based on the connection records of the users, their traveling
speed and travel time are estimated [41]. More recently, Derrmann et al. [10] have shown that
profile functions of partitions of cellphone networks exist and they exhibit the predictive power
of estimating traffic conditions. Moreover, some work even utilizes building occupancy data to
infer the traffic conditions of nearby road segments by exploring the correlation between resident
density and traffic conditions [13].

Summary: As we have shown in our work, both of these two approaches have their distinc-
tive strengths and weaknesses, and we need to carefully examine features of a particular city and
sensing infrastructures for the best results of traffic modeling in a real-world setting.

7 CONCLUSION

In this article, by designing and implementing EXIMIUS, we utilize two large-scale urban systems
and traffic crowdedness level as examples to quantify, measure, and understand both explicit and
implicit urban sensing approaches. Our EXIMIUS is based on a three-million-user cellphone net-
work and a five-thousand-vehicle network along with their 1-TB log data and various context
data to provide a few novel insights on explicit and implicit urban sensing. Based on our measure-
ments and comparative results in Hefei, we share a few lessons learned, which we believe will
help fellow researchers when choosing from explicit and implicit urban sensing approaches. First,
neither explicit vehicle-based sensing nor implicit cellphone-based sensing can provide both high
spatiotemporal coverage and high accuracy for traffic crowdedness level modeling. The explicit
vehicle-based sensing has better accuracy whereas implicit cellphone-based sensing has higher
spatiotemporal coverage. Second, various urban context information, e.g., population, road types,
the time of day, functions of regions, can provide additional accuracy and coverage, but their im-
pacts on explicit vehicle-based sensing and implicit cellphone-based sensing are quite different.
Last, we show that a truth discovery-based data fusion approach by combining explicit vehicle-
based sensing and implicit cellphone-based sensing can provide significant improvements for both
spatiotemporal coverage and accuracy.
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